Setting Up the Supermicro® General
Purpose Storage Series on Veeam

Configuration and Installation Guide
Rev. 1

SUPERMICRO

Supermicro is a global leader in high performance, green computing server technology and innovation. We provide
our global customers with application-optimized servers and workstations customized with blade, storage, and GPU
solutions. Our products offer proven reliability, superior design, and one of the industry’s broadest array of product
configurations, to fit all computational need.
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Executive Summary

The following guide provides users who seek information on setting up and configuring Supermicro,
SuperStorage General Purpose Server model, ‘SSG-6049P-E1CR36H’ as a backup target server with
Veeam® Backup and Replication™ software.

For additional information, please reference the Supermicro Superstorage Series documentation and
whitepapers. For full product reference, please visit:

https://www.supermicro.com/en/products/storage/

1 Server-Based Repository

Supemicro Storage Servers with Veeam in a Direct-Attach Storage (DAS) configuration offers a fast and
low-cost approach to storage backup and restores, providing backups from a one cluster system or a
scale-out backup repository. For RAID 6 & 60 or 10, HDDs are the supported configurations where per the
design requirements, a RAID controller with an onboard battery cache is mandatory. For SuperStorage
Supersevers utilizing NVMe, or SSDs RAID 1 is the preferred configuration.

One of the many benefits of having a DAS repository is its capability to be fully dedicated to a backup
operation by offering good performance for lower cost and excellent read and write performance. Also,
random I/O performance will be optimal when using I/0O intensive backup modes.

2 Key Consideration when planning your Server-Based Repository
e  Capacity - Data to be stored
e  Scalability - Data growth over the next 5 years
e  Reliability - How critical is your data? Can you survive downtime?
e  Backup and Recovery - What is the schedule of your file backups
e  Performance - Data you will be backup up and restoring
e  Budget - How much to spend?
e [T staff - Is a dedicated staff person managing backups

3 Supermicro Direct-Attach-Storage Configuration

/ Source | |

DOOE Dooo
Veeam Backup & Replication™
[ eee ]

" N
= 2 /7
Veeam Backup Veeam Backup
Proxy server  pepository™ & Replication Target
console /

Target software ESXi version 7.0 Source software Microsoft Window Enterprise Server version 2019+ Veeam version 10
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4 System Hardware Requirements

4.1 Storage Server
e Server-SSG-6049P-E1CRR36H - Storage Server 4U, 36-bay (1)
e CPU’s-P4x-CLX5218R-SRG27 - CLX-SP 5218R 20C/40T 2.1G (2)
e  Memory - MEM-DR432L-HL01-ER29 - 32FB DDR4 1.2V 2933 ECC REG (12)
e  HDS-12T0-SSDSC2KB240GB - Intel D3-S4510 240GB, SATA 6gb/s (2)
e HDD-A14T-ST14000NMO0048 - Seagate 3.5”, 14TB 7.2K RPM SAS3, 12GB/s (36)
e  AOC-STGN-I2S - 2-port SFP+ 10GbE Standard LP with SFP+ Connectors (2)
e  CBL-NTWK-0456 - 2M 10GbE SFP+to SFP+ Passive, Push Type (4)
e CBL-PWCD-0579 - 6FT Power Cord Type IEC (C14 to C13) (14AWG) 15A, 250V (2)
e  Firmware Version=01.71.11

5 Total Solution Offerings

Supermicro Storage Server & Veeam Solution Offerings
=  All-Flash NVMe

= EDSFFEls
= EDSFFELL
= U2

= Top Loading Storage

= Top Loading

=  Simply-Double

=  High Density Storage Servers
=  General Purpose Storage

=  Double Sided SuperStorage

=  Storage Bridge Bay

=  Front Loading

To view all Supermicro Storage Server Solutions visit:

https://www.supermicro.com/en/products/storage/

6 Veeam Ready Backup and Restore Data

Storage Family = SuperStorage

Storage Model = SSG-6049P-E1CR36H

Firmware Version=01.71.11

Category = RAID Storage Array

Drive Type = 2xSSD Model INTEL SSDSC2KB480GB 480 GB - 24xHD Model SEAGATE ST16000NM002G SCSI
Disk Device, 14TB, Total Available space for Veeam repository 119TB

Drive Configuration = 2xSSD for RAID 1 for OS, 24xHD for RAID 60 with Windows ReFS
Network Speed = 10GB

Jumbo Frames Used = 9000

Array Deduplciation =No

Array Compression =No

Stripe Size = 256K

Windows File System = ReFS
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6.1 Veeam Full VM backup time (Avg. Performance Summary )

Backup Job

Job progress:

SUMMARY

Duration: 17:59
Processing rate: 419 MB/s
Bottleneck: Target

THROUGHPUT (ALL TIME)

MAME STATUS

[ veeam7_25.1 Success

511 veeam7_25.2 Success

571 veeam7_25.3 Success

[ veeam7_25.4 Success

DATA

Processed:

Read:

Transferred:

ACTION

416.4 GB (100%)
416.4 GB

406.7 GB (1x)

4 of 4VMs

STATUS
Success:
‘Warnings:

Errors:

Speed: 722 MB/s

Job started at 7/26/2020 2:11:40 PM
Building list of machines to process
WM size: 1.2 TB (16.8 GB used)
Changed block tracking is enabled

Processing vesam7_25.1

Processing veeam7_25.2

Processing veeam?7_25.3

Processing veeam7_25.4

All VMs have been queued for processing
Load: Seurce 57% > Proxy 10% > Network 48% > Target 59%

Primary bottleneck: Target
Job finished at 7/26/2020 2:29:40 PM

Backup job: Backup Job 7_25_20.1 (Full)

Created by WIN-G3006720KST\Administrator at 7/26/2020 2:10 PM.

Sunday, July 26, 2020 2:11:40 PM
Start time
End time
Duration

Start time
veeam7_25.1| Success 2:11:58 PM
veeam7_25.2 | Success 2:11:58 PM
veeam7_25.4| Success 2:11:58 PM
veeam7_25.3 | Success 2:11:58 PM

Veeam Backup & Replication 10.0.0.4461

2:11:40 PM
2:29:40 PM
0:17:38

End time

2:29:03 PM
2:29:17 PM
2:29:33 PM
2:29:12 PM

Total size
Data read
Transferred

Read
103.5GB
104 GB
104.2 GB
104.2 GB

A

DURATION

00:03

Success
4 .0f 4 VMs processed

Backup size  426.6 GB

Dedupe 2.8x
Compression | 1.0x

Transferred
101.6 GB
101.6 GB
101.7 GB
101.7 GB
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6.2 Veeam Full VM Restore time (Avg. Performance Summary)

q ral N
= = =
T o || AT e | e | (o [
Job-  Job+  Copy- Job- - Plon-  Backup Backup

Primary Jobs Auxiliary Jobs Restare

B SESSIOM TYPE STATUS STARTTIME + END TIR
= weeamT_25.4 Full VM Restore Success 7/26/20202:01 PM  7/26/2020 3:22 PM
Backups weeam7_25.3 Full VM Restore Success 7/26/202032:01 PM  7/26/2020 3:26 PM
== Disk wveeam7_25.2 Full VM Restore Success 7/26/2020 2:01 PM  7/26/2020 3:22 PM
Last 24 Hours wveeam7_25.1 Full VM Restore Success 7/26/2020 3:01 PM  7/26/2020 3:23 PM
[?\ Success Backup Job 7_25_20.1 (Incre... Backup Success 7/26/2020 2:57 PM  7/26/2020 2:59 PM
Backup Job 7_25_20.1 (Incre... Backup Success 7/26/2020 2:51 PM  7/26/2020 2:54 PM
Backup Job 7_25_20.1 (Incre... Backup Success 7/26/2020 2:43 PM  7/26/2020 2:45 PM
Backup Job 7_25_20.1 (Incre..  Backup Success 7/26/2020 2:37 PM  7/26/2020 2:39 PM
Backup Job 7_25_20.1 (Active.. Backup Success 7/26/20202:11 PM  7/26/2020 2:29 PM
Rescan of Manually Added Rescan Success 7/25/20209:00 PM  7/25/2020 9:00 PM

i

SESSIOM TYPE A STARTTIME 4 END TIME

veeam7_25.4 Full ¥M Restore Success 7/26/2020 2:01 7/26/2020 3:22 PM
weeam7_25.3 Full VM Restore Success 7/26/2020 3:01 7/26/2020 3:26 PM
weeam7_25.2 Full VM Restore Success 7/26/2020 3:01 7/26/2020 3:22 PM
weeam7_25.1 Full VM Restore Success 7/26/2020 3:01 7/26/2020 3:23 PM
Backup Job 7_25_20.1 (Incre... Backup Success 7/26/2020 2:57 7/26/2020 2:59 PM
Backup Job 7_25_20.1 (Incre... Backup Success 7/26/2020 2:51 7/26/2020 2:54 PM
Backup Job 7_25_20.1 (Incre... Backup Success 7/26/2020 2:43 7/26/2020 2:45 PM
Backup Job 7_25_20.1 (Incre.. Backup Success 7/26/2020 2:37 7/26/2020 2:39 PM
Backup Job 7_25_20.1 (Active.. Backup Success 7/26/2020 2:11 7/26/2020 2:29 PM

Restaring VM »¢ R0209:00 PM

E== Backups

=¥ Disk

[ Last 24 Hours
.y

e

Success

PUUOOOOUY 5

Mame: wveeam7_25.3 Status: Success
Restore type:  Full VM Restore Starttime:  7/26/2020 3:01:18 PM
Initiated by: WIN-G3006720KST Administrator End time: Tr26/2020 3:26:42 PM

Statistics Reason Parameters Log

Message Duration
Restoring from Backup Repository raid0
Locking required backup files
Queued for processing at 7/26/2020 3:01:26 PM
Processing veeam7_25.3
Required backup infrastructure resources have been assigned
5 files to restore (300 GB)
Restoring [datastore2] veeam7_25.3/veeam7_25.3.vmx
Restoring file veeam7_25.3.nvram (8.5 KB)
Preparing for virtual disks restore
Using proxy Viware Backup Proxy for restoring disk Hard disk 1
Restoring Hard disk 1 (300 GB) : 144.2 GB restored at 100 MB/'s [nbd]
Restore completed successfully -

‘ : Close

TAPE INFRASTRUCTURE
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7 Installation and Configuration of SuperStorage General Purpose

7.1 Step One

1. Rack the Supermicro SuperStorage Unit.

2. Cable the SuperStorage Unit to the Server and Console.
3. Power on the Unit.

4. The SuperStorage Unit will begin its Initialization Process.

e
SUPERMICR

wWww.su permicro.com

5. Firmware Initialization of Devices will begin.

AUAGO NMegaRAID SAS-NMFI BIOS

Uersion 6.36.808.3 (Build July 82, 20818)
Copyright(c) 2818 AUAGOD Technologies
BIOS Bringing Up The F/W¥

HA -8 (Bus 181 Dev B8) AUAGO 3188 MegaRAID
FW package: 24.21.8-8188

© 2021 Copyright Super Micro Computer, Inc. All rights reserved March 2021 ‘SUPERMICR\’




6. Hit “Ctrl-R” to get into the BIOS Setup which will bring you to the Virtual Drive Group.

AVAGD MegaRAID SAS-MFI BIOS

Uersion 6.36.808.3 (Build July 82, 20818)
Copyright(c) 2818 AVAGD Technologies

BIOS Bringing Up The F/W

HA -8 (Bus 181 Dev 8) AVAGD 3188 MegaRAID
FW package: 24.21.8-8108

Your UDs that are configured for write-back are temporarily running in
write-through mode. This is caused by the battery or super capacitor

being charged, missing, or bad. If you are using a battery, please allow the
battery to charge for 24 hours before evaluating the battery for replacement.
You can evaluate the health of the battery or super capacitor by using the
appropriate utility within the operating system or within POST.

Press any key to continue.

7. Hit the “Arrow UP” key 3 times which will bring you to the “Avago 3018 MegaRAID” card setup and then press the
Enter Key to proceed.

AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
PD Hgmt Ctrl Hgmt Properties

Virtual Drive Management

ID: @, 0S, 7.276 TB

Virtual Drive 8:

Drive Group 8:

F1-Help F2-Operations F5-Refresh Ctrl-N-Next Page Ctrl-P-Prev Page F12-Ctlr
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8. You will now be brought to the VD Mgmt menu where you will select the appropriate RAID level. Press the Enter Key

to access to the RAID menu.

T AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
WELITRA PD Mgmt  Ctrl Mgmt Properties

Protection:

PD per Span : /7]
— Drives

1D Type #  Capable

— Basic Settings
Size:

Nane: Ernautatesemnd

1-Help F12-Ctir

9. Hit the “Down Arrow” key until you scroll to the “RAID-60"option where you will then hit the Enter Key.

AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
PD Mgnt Ctrl Mgmt Properties

RAID Data Disable
Level: Protection: ——

PD pe
— Dri
|0 ERA 1D -68 Size SPN &  Capable

N

— Basic Settings
Size:

Name : . 0

1-Help F12-Ctlr
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10. Hit the “Arrow Down” key to Select ID and Type Drive. Hit the Enter Key which will select with an “X” in the ID Field
for each drive that you’d like to bring into your RAID group.

RAID
Level:

PD per Span :
— Drives

Data
Protection:

3

Properties

Disable

AVAGO 3188 MegaRAID BIOS Conf iguration Utility 5.19-8683
PD Mgmt Ctrl Mgnt

1D Type

yp
[ 1PB:81:84 SAS

Size SPN #

[ 7276 1B) ]

Capable

— Basic Settings
Size:

Name :

1-Help F12-Ctlr

11. Hit the “Down Arrow” key which takes you to the Basic Settings Size selection. Hit the “Down Arrow” key to the
size setting where you can select RAID output for KB, MB, GB or TB. Hit the Enter Key to make your selection.

RAID
Level:

PD per Span
— Drives

Data
Protection:

:

Properties

Disable

AVUAGOD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
PD Mgnt Ctrl Mgmt

1D Type
[X1
[X1
[X1

[X1PB:81:23 SAS

Size SPN #  Capable

7.276 1B 1j82]

Size:

Name :

— Basic Settings —————

14553 N
et Lieieabpatton ]

=

IF1-Help F1Z2-Ctlr
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12. Hit the “Arrow Down” key to move to the Name Field. Enter the chosen name you’ve selected. Then hit “Arrow
Down” to move to the “Advanced” button. Hit the Enter Key to move to the next field.

L AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
PD HMgmt Ctrl Mgmt Properties

RAID Data Disable
Level:

Protection:

PD per Span : il

— Drives
1D Type Size SPN # Capable
[x1

[x1

X1

— Basic Settings —————1
Size: (KWK I

Name: XTI

13. Hit the Enter Key to select the strip size. Use the “Arrow Down” key and select 512KB and then hit the Enter Key.
Hit the “Arrow Down” key until you have selected the “Initialize” menu option, then hit the Enter Key.

AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
.1~ PD Mgmt Ctrl Mgnt Properties

|
RAID

Level:
Strip Size:

PD per S

— Drives Read Policy:
1D

[x1

[X1 Write Policy:
[X1

1,0 Policy:

Disk cache
Policy

Emulation
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14, Hit the “Arrow Up” key to bring you to the OK button then select the Enter Key to create your new VD.

AUAGD 3188 MegaRAID BIDS Configuration Utility 5.19-86683
'L.. PD Mgmt Ctrl Mgmnt Properties

Strip Size:

Read Pol
Urite Po
1,0 Poli

Disk cac
Policy

Enulation [N INECIEXYEE

15. To create the New VD press the Enter Key.

g AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
. PD Mgmt Ctrl Mgnmt Properties

Ratp Data
Level: Protection:

PD per Span :
— Drives

ID Type Size SPN # Capable
[X1
[X1
[X1

— Basic Settings

Size: 3 B P
Name : pepawes

F1-Help F12-Ctlr
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16. RAID creation will need to complete its RAID 60 initialization. When you receive confirmation of VD completion hit

the Enter to bring you to the next menu.

AVUAGD 3188 MegaRAID BIOS Conf iguration Utility 5.19-8683

LS PD Mgmt  Ctrl Mgmt  Properties

[-1 AVAGOD 3188 MegaRAID(Bus Bx65, Dev BxBA)
[-1 Drive Group: @, RAID 1
[-1 Virtual Drives
E—"ID: 8, 0S, 7.276 TB
[+] Drives

State: Optimal
RAID Level: 1

[+] Drives
[+] Availab
Hot spare

1 Drives: 1
: 8

p.: 8.888 KB
cas: @

1-Help F2 Upnralinns F5-Refresh Ctrl1-N-Next Page Ctrl-P-Prev Page F1Z2-Ctlr

17. Select the “Arrow Down” key until you get to the Virtual Drives RAID configuration. Select the Enter Key.

AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
PD Mg !

Properties

[-1 AVAGD 3188 MegaRAID(Bus @x65, Dev 8x88)
[-1 Drive Group: 8, RAID 1
[-1 Virtual Drives
L— Ip: @8, 08, 7.276 TB
[+1 Drives
[+] Available size: B8.868 KB
Hot spare drives
-1 Spanned Drive Group: 8, RAID 60
[-] Virtual Drives
£ ID: 1, VUeeam, 14.553 TB
[+] Drives
[+] Available size: B.688 KB
Hot spare drives

State: Optimal
RAID Level: 68
Hidden: No

Virtual Drives: 1
Drives: 6

Free Cap.: 8.808 KB
Free Areas: 8

Fi-Help F2-Operations FS Refresh Ctrl-N-Next Page Ctrl-P-Prev Page F12-Ctlr
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18. Here you will be able to confirm your RAID-60 configuration. Hit “Arrow Down” key to bring you back to the
Advanced button.

AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
- PD Mgmt Ctrl Mgnt Properties
= = Virtual Drive M

. — General
RAID Level: RAID-68

Name : Peean |
Size: 14.553 TB
Strip Size: 512 KB

UD State : Optimal

— Operations
Operation : No Operation

Progress : N/A

Time Left : NsA

F1-Help F12-Ctlr

19. If you decide to make a property change hit the Enter Key and make your selection. Hit the “Arrow Down” until

you come to the OK prompt, then hit the Enter Key. If no property change is selected use the “Arrow Down” key to
take you to the Cancel button then hit the Enter key.

AVUAGO 3188 MegaRAID BIOS Configuration Utility 5.19-8683

— General
RAID Leve

Read Policy: Emulation:
Name :
Size: Default Write:
Strip Siz Current Write: Write Through

UD State 1,0 Policy:

— Operati Disk cache
Operation Policy

Progress
Access Policy: RU

Time Left { y
L Reason for difference in Write Policy:
BBU Not Installed
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20. Use the “Arrow Down” key to the Cancel button and then press the Enter key.

AVAGO 3188 MegaRAID BIOS Configuration Utility 5.19-8683
2 PD Mgmt  Ctrl Mgnmt  Properties

— General
RAID Level: RAID-68

Name : Peean ]
Size: 14.553 TB
Strip Size: 512 KB

UD State : Optimal

— Operations
Operation : No Operation

Progress : N/A

Time Left : N/A

fF1-Help F1Z2-Ctlr

21. Hit the “Arrow Up” until you get to the Avago 3018 controller and hit the Enter Key.

AVAGD 31088 MegaRAID BIOS Configuration Utility 5.19-8683
VBT S PD Mgmt  Ctrl Mgmt Properties

[-1 AVAGD 3188 MegaRAID(Bus @x65, Dev Bx88)
[-1 Drive Group: 8, RAID 1
[-1 Virtual Drives State: Optimal
L— Ip: 8, 08, 7.276 TB RAID Level: 68
[+1 Drives Hidden: No
[+] Available size: 0.068 KB
Hot spare drives
-1 Spanned Drive Group: 8, RAID 68 Virtual Drives: 1
[-1 Virtual Drives Drives: 6
£ ID: 1, VUeeam, 14.553 TB Free Cap.: 8.888 KB
+] Drives Free Areas: 8
f+]1 Available size: 8.688 KB
Hot spare drives

F1-Help rzfﬂpcﬁdlinnx F5-Refresh Ctrl-N-Next Page Ctrl-P-Prev Page F12-Ctlr
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22. Hit the Enter key at the OK prompt to exit BIOS.

AVAGD 3188 MegaRAID BIOS Configuration Utility 5.19-8683
PD Mgmt Ctrl Mgmt Properties Foreign Vieuw
Uirtual Drive Management

AVAGD 3188 MegaRAID(Bus Bx65, Dev Bx88)

) 68 Foreign Config Present
Controller:

Ci‘nce l ]

F2-Operations F5-Refresh Ctr1-N-Next Page Ctrl-P-Prev Page F12-Ctlr

23.CTRL+ALT + DEL to reboot the Storage Server.

w» Press Control+Alt+Delete to reboot =«
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8 Microsoft Installation on Supermicro Superstorage

Installation instructions can be found at the following location:

https://www.microsoft.com/en-us/windows-server

9 Veeam Installation and Setup

1. This step requires you to open your Veeam Backup and Replication Console.
I

2. You will then be in the Backup Infrastructure section where you will right-click the
Backup Repositories and select Add Backup Repository in the upper left corner of your screen.

AND REPLICATION

Rescan
Repository
. story | Tools
BACKUP INFRASTRUCTURE Q-
NAME T TYPE HOST PATH CAPACITY FREE USED 5PA DESCRIPTION
|5} Backup Repositories 2= Default Backu..  Windows WIN-2k19-1  EABackup 478 1478 2378 Created by Veeam Backup

[ Scale-out Repasitories
£% WAN Accelerators
Senvice Providers
+ (4 SureBackup
I, Application Groups
i, Virtual Labs
+ () Managed Servers
€5 VMware vSphere -

@ HOME

@ INVENTORY

{31 BACKUP INFRASTRUCTURE
(%5 STORAGE INFRASTRUCTURE
i TAPE INFRASTRUCTURE

[ Fues

3. After clicking Add Backup Repository you will then be taken to the menu where you will click Direct Attach
Storage.

P AND REPLICATION

HOMFE BACKUP REI

E

Rescan Add Backup Repository
Repositary Select the type of backup repository you want to add.

sitory Teols

BACKUP INFRASTRUCTURE

H Backup Proxies
[ Backup Repositories
Fia External Repositories

11 Scale-out Repositories
£% WAN Accelerators Network attached storage
Network share on a file server or a NAS device, When backing up to a remote share, we recommend that you

Direct attached storage .. DESCRIPTION

= TERSBERNER  with internal or direct attached storage. This configuration enables data 378 Crested by Veeam Backup
movers to run directly on the server, allowing for fastest performance.

. —
Service Providers select a gateway server located in the same site with the share.
« (4 SureBackup
1 Application Groups | . .
Y i Deduplicating storage appliance
&5, Virtual Labs o' Dell EMC Data Domain, ExaGrid, HRE StoreOnce or Quantum DXi. If you are unable to mest the requirements of
+ (%1 Managed Servers advanced integration via native appliance API, use the network attached storage option instead.
€5 VMware vSphere
R &  Object storage
i HOME Wy On-prem object storage system or a cloud object storage provider. Object storage can only be used as a

- Capacity Tier of scale-out backup repositories, backing up directly to object storage is not currently supported.
!|! INVENTORY

(5 BACKUP INFRASTRUCTURE

TORAGE INFRASTRUCTURE

Cancel

&) TAPE INFRASTRUCTURE

[T FiLes

CONNECTED TO \LHO! ENTERPRISE PLUS EDITION
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https://www.microsoft.com/en-us/windows-server

4. You will then be directed to the Direct Attach Storage Menu where you will select the operating system Microsoft
Windows.

HOME BACKUP REPOSITORY

IS : "
Add Edt | Resca I Direct Attached Storage I
Repository Reposito want o use as a backup repository.

Manage Repository Tools

(I

BACKUP INFRASTRUCTURE

5 Backup Proxies ml Microsoft Windows - DESCRIPTION
Backup Repositories | | Adds local server storage presents Sas a regular volume or Storage Spaces. For better performance and storage 378 Created by Veeam Backup

Extemnal Repositories

Scale-out Repositories

£5 WAN Accelerators Linux
= Adds local semver storage, o lacally mounted NFS share. The Linux server must use bash shel, and have SSH and
23 Service Providers Pert installed,

4 (7 sureBackup
5 Application Groups
2 Virtual Labs
4 (T Managed Senvers
> {8 VMware vSphere

A HOME
=7 INVENTORY

lf;’g BACKUP INFRASTRUCTURE

% STORAGE INFRASTRUCTURE

(&, TAPE INFRASTRUCTURE Cancel

[ ALEs

1 REPOSITORY CONNECTED TO: LOCALHOST ENTERPRISE PLUS EDITION

5. You will then be directed to the New Backup Repository Menu where you provide a name of the Backup
Repository in this case we’ve named it Backup Job 2. You can choose the name that best fits your backup naming
convention.

VEEAM BACKUP AND REPLICATION

VIEW
N T =
v MO rE 2D
Backup Replication Backup
g e Copy - ff| New Backup Job x
Primary Jobs Auxiliary me

’¥ Type in a name and description for this backup job.
HOME = vm|

fociup oo o |

Description:
Crrrs Created by WIN-2K13-T\Administrator at 11/18/2020 10:07 AM.

Virtual Machines

(5 Last 24 Hours

Guest Processing

Schedule

Summary

A Home

B iy

@E INVENTORY

c‘fE'g BACKUP INFRASTRUCTURE
(&5 STORAGE INFRASTRUCTUR]

G TAPEINFRASTRUCTURE
(5 Fues

Next > Fin Cancel
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6. Veeam Backup and Restore will ask you to enter a Virtual Machine or part of the name to search field for possible
matches. If the VM is not listed, click Show more to browse.

vy E My HArE A

Backup Replication Backup Copy  Restore Failover Import Export

Job= Jobr  Copy~ Job~ *  Plan~  Backup Backup
Primary Jobs Audliary Jobs Restore Adions 1
New Backup Job *
HOME

Virtual Machines
* Select virtual machines to process via containes, or granularly. Container provides dynamic selection that automatically changes
# T Jobs = [ = vou add new VM into container.
2 Backup

Backups T Virtual machines to backup:

& ok o -

(S success

% Failed Storage
Guest Processing Exclusions...
Schedule
+
Summary 5
Total size:
P [ o8
) HOME [
B < Previous Neit > Cancel
i INVENTORY

7. This step requires you to create the name of the backup job in the Name Field. Once again, you choose the name
that best fits your backup naming convention.

PLICATION

vy 2 4G 28E L2

Backup Replication Backup Copy ~Restore Failover Import Export

| Job- Job-  Copy~ Job~ -~  Plan- Beckup Backup

| Primary Jobs Auxiliary Jobs Restore Action

| New Backup Job X
HOME

Name
Type in a name and description for this backup job.

Name:

Backup Job 2| l

Description:

Created by WIN-2K19-1\Administrator at 10/19/2020 3:53 PM.

Storage

[ Failed

Guest Processing
Schedule

Summary
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8. Select aVM in the list and click Host where to apply changes in bulk, select several VMs’ in the list and click Host.

HOME

de .)g m oA H
= EH = F = B
Backup Replication Backup Copy  Restore Failover
Kb~ sl | Coys kb= | WE0) P
Primary Jobs Auwdliary Jobs Restore
HOME

c

A Home

Host.

7 N
= =
Import  Export
Backup Backup

New Backup Job

X

Virtual Machines
NL Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
m as you add new VM into container.

Name Virtual machines to backup:
Name Type Size Add...
_ L:;l(uhlﬂbvr'\ Virtual Machine 55.6GB
Storage ¥ veeam] Virtual Machine 278GB
E;vfeaml Virtual Machine 243GB
Guest Processing Cjveeam3 Virtual Machine 27868 Exclusions...
[y veeamd Virtual Machine 280GB
Schedule B win2k1o-1 Virtual Machine 200GB Y
Eiwinllﬂg-z Virtual Machine 145GB
Summary ¥
° L winZk19-3 Virtual Machine 13.7GB +
¥ winZk19-4 Virtual Machine 862GB
Recalculate
| Total size:
| 1.16TB
< Previous Cancel

-
v o g * &
Backup Replication Backup Copy Restore Failover
Job~  Job-  Copy~ lob~ ~  Plan~

Primary Jobs Auiliary Jobs Restore

HOME

% Failed
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A N
= =
Import  Export
Backup Backup

Virtual Machine!
JL Select virtual maf
;m as you add new |

Add Objects

Select objects:

v (& Hosts and Clusters

v B 1721730226

A that automatically changes

Name
L [ —
5 kubeflow-1 -m
Veavachins | ‘
Ly veeam1
Storage
Guest Processing Exclusions...
Schedule
) Win2k19-3 *
Summary ay winex
55 win2k19-4 +
— Total size:
- 5 Q 0B
Cancel
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10. Click next to Backup proxy where if you choose Automatic selection, Veeam Backup and Replication will detect
backup proxies that have access to the source datastore and will automatically assign an optimal backup proxy to
process VM’s in the job.

If you choose Use the selected backup proxy servers specified, you can select backup proxies that the job must
use. Itis recommended that you select at least two backup proxies to ensure that the backup job starts if one of the
proxies fails or loses its connectivity to the source datastore.

v o3E

Backup Replication Backup Copy ~Restore Failover Import Export

Job~  Job~
Primary Jobs

Copy = Job~
Auxliary Jobs

HOME

4 ¥y Jobs
4% Backup

4 [ Backups
¥, Disk

4 [ Last 24 Hours
P Success
% Failed

A Home

% INVENTORY

ry

2 &

Plan ~
Restore

[ R

Backup Backup

New Backup Job

v/

Storage

Name

Virtual Machines

Guest Processing
e

Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by this
m job and customize advanced job settings if required.

Backup proxy:
Backup repository:

Default Backup Repository (Created by Veeam Backup) v
£ 3.00TBfreeof 39978

Choose...

|

Schedule

Retention policy: 7 2 restorepoints v €

[ Keep certain full backups longer for archival purpeses

] Configure secondary backup destinations for this job

Copy backups produced by this job to another backup repository, of tape. We recommend to make

atleast one copy of your backups to a different storage device that is located off-site.

Advanced job settings include backup mode, compression and deduplication,

block size, notification settings, automated post-job activity and other settings. sl
e =

11. This step requires that you specify a user account that will be used to connect to the VM guest OS and deploy the
runtime process. From the Guest OS credentials list, select a user account that has enough permissions. By default,
Veeam Backup and Replication uses the Log on as a batch job policy to connect to guest OS. If the connection fails,
Veeam Backup and Replication switches to Interactive Logon.

HOME

_)g

Backup Replication
Job ~ Job ~
Primary Jobs

HOME

& 7 Jobs
38 Backup
+ [ Backups
¥, Disk
- % Last 24 Hours

jover _Import_Export

Actions.
New Backup Job

N/
@

Guest Processing

Name

Virtual Machines

Choose guest OS processing options available for running VMs.

] st o -
Detects and prepares applications for consistent backup, performs transaction logs processing, and
configures the OS to perform required application restore steps upen first boot.

D Success - Customize application handling options for individual machines and applications
% Failed orage
] Enable guest file system indexing
SRR Ccoic: cotoog of guest fls to enable browsing, searching and 1-click rstoresof individus iles.
Indexing is optional, and is not required to perform instant file level recoveries.
Schedul
. Customize advanced guest file system indexing options for individual machines
fanage t:
A Home
2% nvenToRy
-
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12. At the Schedule step of the wizard, select to run the backup job manually or schedule the job to run on a regular

basis. Select the Run the job automatically check box. If the check box is not selected, you will have to start the job
manually to create the VM backup.

To define schedule for jobs you’ll want to define either Daily at this time or Monthly at this time. To run the job

specific time daily, on defined weeks days or with specific periodicity, select Daily at this time. Use the fields on the
right to configure the necessary schedule.

To run the job once a month on specific days, select Monthly at this time. Use the fields on the right to configure the
necessary schedule.

¢9§*:ﬁ*éﬁ?‘\l

Backup Replication Backup Copy Restore Fail R

Job+  Job+  Copy~ Job~ Plafl-  Backup Backup

Primary Jobs Audliary Jobs Restore Actions

New Backup Job
HOME

Schedule
= “b Specify the job scheduling options. If you do not set the schedule, the job will need to be controlied manually.
o T Jobs -
12 Backup |
4| Hin Backups Name [ Run the job automatically
&, Disk s
» M - Everyday
4 [ Last24 Hours Virtual Machines
P Success < | Fourth Saturday
4 Storage
% Failed 1 Hours
EEH Backup Job 1 (Created by WIN-2K13-1\Administrator at 8/28/2020 2:¢
A Home
B < Previous Cancel
£% mvenTon =]
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13. Finishing the working wizard at the Summary step of the wizard, complete the procedure of backup job
configuration.

1. Review the details of the backup job.

2. Select the Run the job when I click Finish check box if you want to start the job right after you finish working
with the wizard.

3. Click Finish to close the wizard.

- EY T EE

Backup Replication Backup Copy = Restore Failover Import Export
Jobv  Job+  Copy~ Job~ *  Plan- g
Primary Jobs Aunxiliary Jobs Restore Adions
New Backup Job X
HOME
Summary
S * The job's settings have been saved successfully. Click Finish to exit the wizard.
- i Jobs =
42 Backup
4 [ Backups (Fan Summary:
¥ Disk jame: Backup Job 2
4 [ Last 24 Hours Virtual Machines Target Path: E\Backup
N Type: VMware Backup
3 SVcEme Sorage Source items:
% Failed 9 kubeflow-1 (172.17.30.226)
veeam1 (172.17.30.226)
Gumit Processing veeam (172.17.30.226)
veeam3 (172.17.30.226)
Schedule veeamd (172.17.30.226)
win2k19-1 (172.17.30.226)
win2k19-2 (172.17.30.226)
win2k19-3 (172.17.30.226)
win2k19-4 (172.17.30.226)
Command line to start the job on backup server:
C:\Program p and P Backup.Manager.exe” backup
593e4f78-dd32-45¢8-b11-8018864cf646
[ Run the job when | click Finish
A Home

14. The configuration steps for Veeam Backup Restore are now Completed.
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